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ABSTRACT
We introduce Rock, a system for cleaning relational data. Rock
implements a framework that unifies machine learning (ML) and
logic deduction by embedding ML classifiers in rules as predicates.
In a unified process, it identifies tuples that refer to the same real-
world entity, catches semantic inconsistencies among the entities,
deduces the timeliness of the attribute values of the entities, and
imputes missing values by possibly extracting data from knowledge
graphs. That is, Rock conducts entity resolution, conflict resolution,
incomplete information imputation and timeliness deduction in
the same process, makes use of their interactions and improves the
overall quality of the data. Moreover, Rock supports methods, batch
and incremental, for discovering rules from real-life data, detecting
errors with the learned rules, accumulating ground truth, and fixing
the errors, such that the corrections are logical consequences of the
rules and ground truth. We present the design and implementation
of Rock. We evaluate the scalability and accuracy of Rock, and share
lessons learned from a variety of real-life applications.
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1 INTRODUCTION
Real-life data is often dirty, evidenced by duplicates, conflicts, in-
complete information and obsolete values commonly found in our
datasets. Dirty data is costly. Gartner assessed that poor data quality
is responsible for an average of $15 million per year in losses for
organizations [46]; IBM estimated that dirty data cost the US $3.1
trillion in 2016 alone (cf. [75]); and inaccurate customer data costs
organizations 6% of their annual revenues [78]. Dirty data has been
a longstanding challenge, and remains a clear and present danger
to big data analytics. Indeed, data-driven decisions based on dirty
data can be worse than making decisions with no data.
Challenges. To cope with dirty data, there has been a large body of
work [10–13, 15, 22, 23, 25, 30, 32, 33, 47, 48, 57, 60, 66, 68, 73, 76, 82,
87, 88, 93]. Several data cleaning systems have also been developed,
from early tools for imputing census data [43, 44] to recent systems
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such as Talend [5], Amazon Glue [2] and Informatica [4].
However, to develop a system that is effective in cleaning real-life

dirty data, several immediate issues have to be addressed.
Challenge 1: Machine learning or logic deduction? Existing research
and systems on data quality are typically approached via either
logic rules [12, 13, 15, 22, 30, 32, 33, 47, 57, 88] or machine learning
(ML) [10, 11, 23, 25, 48, 60, 66, 68, 73, 76, 82, 87, 93]. Unfortunately,
none of the two is super to the other. On the one hand, it is hard
to find a small number of logic rules that cover different cases and
data in practice. On the other hand, ML solutions are probabilistic
and hard to interpret; practitioners may not want to deploy ML
models when cleaning critical data such as medical records.

Is it possible to unify ML and logic rules in the same process, to
benefit from both? How effective can such a uniform framework
be, compared to logic deduction and ML predictions alone?

Challenge 2: Functionality. Previous data cleaning systems have
mostly focused on two primitive issues of data quality:
◦ entity resolution (ER): to determine whether two tuples refer to
the same real-world entity, in order to catch duplicates; and

◦ conflict resolution (CR): to catch semantic inconsistencies among
attribute values of the entities, and resolve the conflicts.

However, there are two other critical issues of data quality:
◦ missing value imputation (MI): to enrich tuples in our datasets
by filling in the missing values (null); and

◦ timeliness deduction (TD): to deduce temporal orders on attribute
values, and infer the latest attribute values of each entity.

The need for studying these is evident, e.g., missing data is com-
mon in epidemiological research, where 42.5% of records are incom-
plete [51], and “58% of organizations make decisions based on out-
dated data” [28], although “as a healthcare, retail, or financial busi-
ness you cannot afford to make decisions based on yesterday’s data”.

Moreover, these critical issues interact with each other. On the
one hand, deducing missing values and temporal orders help us
identify entities and fix inconsistencies. On the other hand, ER and
CR facilitate it to enrich tuples by instantiating missing values and
deduce timeliness by providing more correlated values.

Is it possible to support all of ER, CR, MI and TD in a system? Can
we exploit their interactions to improve the overall data quality?

Challenge 3: Performance. To clean dirty data, a data quality system
should support the following at the very least:
◦ rule discovery: to discover logic rules and/or train ML models
with (possibly dirty and large) real-life data;

◦ error detection: to catch errors (duplicates, inconsistencies, miss-
ing and stale values) with the rules/models learned; and

◦ error correction: to fix the errors detected (merge duplicates,
resolve conflicts, fill in null values and deduce the latest values).

Criteria for an effective data quality system include (a) scala-
bility, i.e., the capability to scale with large-scale datasets, and (b)
accuracy, i.e., guarantees to minimize false positives and false nega-
tives for error detection and correction. These are highly nontrivial.
Discovery of even functional dependencies (FDs) easily takes expo-
nential time and yields an excessive number of FDs [52], and error
correction with accuracy bounds is intractable even with FDs [17].

Is it possible to have a system that supports ER, CR, MI and TD,
employs both ML models and logic rules, and at the same time, is
able to scale with large datasets? Can it guarantee that the fixes are
“certain”? That is, it ensures that each update to the data corrects
(fixes) an existing error and does not introduce new errors. This is
a must when we clean critical data such as medical records.

Rock: A system for data cleaning. In response to the practical
need, we have developed Rock [6], a system for cleaning relational
data. Rock has been deployed at banks, logistics, mobile operators
and e-commerce, among other places; it has proven effective in a
variety of applications. Rock has the following unique properties.

(1) A uniform framework. Rock implements a uniform framework
that unifies ML and logic deduction. It proposes REE++s, an exten-
sion of Entity Enhancing Rules (REEs) [36, 41] by incorporating
temporal orders, correlation models and heterogeneous entity reso-
lution (HER) [31] as predicates. REE++s subsume conditional func-
tional dependencies (CFDs) [32], denial constraints (DCs) [13] and
matching dependencies (MDs) [30] as special cases; as opposed to
previous data quality rules, REE++s may embed ML classifiers as
predicates. In this way, Rock extends traditional logic deduction
with ML models, and benefit from logic interpretation of the rules.

(2) A unified process. In addition to ER and CR, Rock supports miss-
ing data imputation (MI) and timeliness deduction (TD), by integrat-
ing logic deduction, temporal ranking, ML correlation models and
data extraction from knowledge graphs. All the four tasks can be ex-
pressed as REE++s, and hence ER, CR, MI and TD can be conducted
in the same process, and interact with each other. In particular,
by supporting HER [31] for aligning entities across relations and
graphs, Rock can extract properties from graphs to enrich relations.

(3) Scalability. Rock implements algorithms for rule discovery, error
detection and error correction [36, 37, 41]. It supports a batchmode
to conduct these on static datasets, and an incremental mode in
response to updates. All the algorithms are parallelly scalable [62],
i.e., they guarantee to reduce runtime when more machines are
used; in principle, Rock is able to scale when the data grows big.
Rock also supports other techniques to deal with big data, e.g., top-𝑘
rule discovery [37] and sampling with accuracy guarantees [36].

(4) Certain fixes. By embedding ML models in logic rules, Rock of-
fers high accuracy in error detection and error correction. Moreover,
it accumulates ground truth, i.e., validated data, when correcting
errors; it extends the chase [79] with REE++s and conflict resolution,
and references the ground truth when fixing errors. As a conse-
quences, it guarantees that fixes generated are logical consequences
of the rules and ground truth. The fixes are guaranteed to be correct,
known as certain fixes [38, 40], as long as the rules and ground truth
are correct, and if embedded ML predictions are accurate.

Organization. We present Rock as follows:
◦ entity enhancing rules REE++s underlying Rock (Section 2);
◦ the system architecture of Rock (Section 3);
◦ the process that unifies ER, CR, MI and TD (Section 4);
◦ the implementation and optimization of Rock (Section 5); and
◦ real-life applications and evaluation of Rock (Section 6).
We will discuss related data quality systems in Section 7, and

present our plan for extending Rock in Section 8.
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2 EXTENDED ENTITY ENHANCING RULES
This section presents REE++s, extended Entity Enhancing Rules. We
first review REEs studied in [36, 37, 39, 41] for ER and CR (Sec-
tion 2.1). We then extend REEs for deducing timeliness (TD, Sec-
tion 2.2) and imputing missing values (MI, Section 2.3). This section
reveals the entire class of REE++s underlying Rock for the first time.

Preliminaries. We define REE++s on a database schema R = (𝑅1, . . . ,
𝑅𝑚), where 𝑅 𝑗 is a relation schema 𝑅(𝐴1 : 𝜏1, . . . , 𝐴𝑘 : 𝜏𝑘 ), and each
𝐴𝑖 is an attribute of type 𝜏𝑖 . An instance D of R is (𝐷1, . . . , 𝐷𝑚),
where 𝐷𝑖 is a relation of 𝑅𝑖 . Following [21], we assume that each
tuple 𝑡 has an EID attribute, identifying the entity that 𝑡 represents.

We represent a knowledge graph as𝐺 = (𝑉 , 𝐸, 𝐿), where (a)𝑉 is
a finite set of vertices, (b) 𝐸 ⊆ 𝑉 ×𝑉 is a set of edges, and (c) 𝐿 is
a function such that for each vertex 𝑣 ∈ 𝑉 (resp. edge 𝑒 ∈ 𝐸), 𝐿(𝑣)
(resp. 𝐿(𝑒)) is a vertex (resp. edge) label. Here an edge label typifies
predicates while vertex labels may carry values.

A label path is a list 𝜌 = (𝑙1, . . . , 𝑙𝑛) of edge labels. A match of 𝜌
in𝐺 is a list (𝑣0, 𝑣1, . . . , 𝑣𝑛) such that (𝑣𝑖−1, 𝑙𝑖−1, 𝑣𝑖 ) is an edge in𝐺 .

2.1 REEs for ER and CR
The REEs reported in [36, 39, 41] have the following predicates.
Predicates. Predicates over schema R are defined as follows:

𝑝 ::= 𝑅(𝑡) | 𝑡 .𝐴 ⊕ 𝑐 | 𝑡 .𝐴 ⊕ 𝑠 .𝐵 | M(𝑡 [𝐴], 𝑠 [𝐵]),
where ⊕ is an operator in {=,≠, <, ≤, >, ≥}. Following tuple rela-
tional calculus [8], (a) 𝑅(𝑡) is a relation atom over R, where 𝑅 ∈ R,
and 𝑡 is a tuple variable bounded by 𝑅(𝑡); (b) 𝑡 .𝐴 denotes an attribute
of 𝑡 when 𝑡 is bounded by 𝑅(𝑡) and𝐴 is an attribute in 𝑅; (c) 𝑡 .𝐴 ⊕ 𝑐

is a constant predicate when 𝑐 is a value in the domain of 𝐴; and
(d) 𝑡 .𝐴 ⊕ 𝑠 .𝐵 compares compatible attributes 𝑡 .𝐴 and 𝑠 .𝐵, i.e., tuple
𝑡 (resp. 𝑠) is bounded by 𝑅(𝑡) (resp. 𝑅′ (𝑠)), and 𝐴 ∈ 𝑅 and 𝐵 ∈ 𝑅′

have the same type. Moreover, (e)M(𝑡 [𝐴], 𝑠 [𝐵]) is an ML predicate,
where 𝑡 [𝐴] and 𝑠 [𝐵] are vectors of pairwise compatible attributes.

ML models. HereM can be any existing ML model that returns a
Boolean value, e.g.,Mreg ≥ 𝛿 for the strength of a regression model
Mreg and a predefined threshold 𝛿 . We considerM such as (1)NLP
models, e.g., Bert [24], for text classification; (2) ER models and
link prediction models, e.g., Bert [24] for semantic matching; and
(3) models for error detection and correction, e.g., generative mod-
els [92], holistic ML models [66, 76] and statistical models [90, 91].

REEs. An entity enhancing rule (REE) 𝜑 over R is defined as
𝜑 : 𝑋 → 𝑝0,

where 𝑋 is a conjunction of predicates over R, and 𝑝0 is a predicate
over R such that all tuple variables in 𝜑 are bounded in 𝑋 . We refer
to 𝑋 as the precondition of 𝜑 , and 𝑝0 as the consequence of 𝜑 .

Example 1: Consider an e-commerce database with self-explained
schemas Person(pid, last_name (LN), first_name (FN), gender,
home, status, spouse), Store(sid, name, type, location, accu_sales
(accumulated sales), area_code) and Transaction(pid, sid, commo-
dity(com), manufactory(mfg), price, date) in Tables 1-3. The erro-
neous values are in bold. Three simple REEs are given as follows.

𝜑1 : Trans(𝑡) ∧ Trans(𝑠) ∧ MER (𝑡 .com, 𝑠 .com) ∧ 𝑡 .date = 𝑠 .date
∧ 𝑡 .sid = 𝑠 .sid → 𝑡 .pid = 𝑠 .pid, where MER is an ER model to
identify two commodities that use the same discount code. The rule
identifies two persons since the same discount code can be used at

most once in the same store by a person during the discount period.

𝜑2 : Trans(𝑡) ∧ Trans(𝑠) ∧ 𝑡 .com = 𝑠 .com → 𝑡 .mfg = 𝑠 .mfg.
This REE++s says that the manufactory must be the same if the
commodities are the same; it can fix the erroneous manufactory.

𝜑3 : Person(𝑡)∧Person(𝑠)∧𝑋 → Mad (𝑡 [home], 𝑠 [home]), where
Mad is a model to check address closeness, 𝑋 =

∧
𝐴∈T 𝑡 .𝐴 = 𝑠 .𝐴

and T is a set of attributes about home addresses (not shown),
including zipcode and neighborhood information. Here conditions
in 𝑋 explain whyMad (𝑡 [home], 𝑠 [home]) predicts true. 2

Semantics. Consider an instance D of R. A valuation ℎ of tuple
variables of 𝜑 in D, or simply a valuation of 𝜑 , is a mapping that
instantiates 𝑡 in each 𝑅(𝑡) with a tuple in a relation 𝐷 of D.

We write ℎ |= 𝑝 for predicate 𝑝 : (1) if 𝑝 is 𝑅(𝑡), 𝑡 ⊕ 𝑐 or 𝑡 .𝐴 ⊕ 𝑠 .𝐵,
thenℎ |= 𝑝 is interpreted as in tuple relational calculus following the
standard semantics of first-order logic [8]; (2) if 𝑝 isM(𝑡 [𝐴], 𝑠 [𝐵]),
then ℎ |= 𝑝 ifM predicts true on (ℎ(𝑡) [𝐴], ℎ(𝑠) [𝐵]).

Given a conjunction 𝑋 of predicates, we say ℎ |= 𝑋 if for all
predicates 𝑝 in 𝑋 , ℎ |= 𝑝 . Given an REE 𝜑 , we write ℎ |= 𝜑 such that
if ℎ |= 𝑋 , then ℎ |= 𝑝0. An instance D of R satisfies 𝜑 , denoted by
D |= 𝜑 , if for all valuations ℎ of tuple variables of 𝜑 in D, ℎ |= 𝜑 .
We write D |= Σ for a set Σ of REEs if for all 𝜑 ∈ Σ, D |= 𝜑 .

Properties. (1) As shown in [39],REEs subsumeCFDs,DCs andMDs
as special cases. (2) As indicated in Example 1, REEs may unify ER,
CR and association analysis. An REE may carry multiple tuple
variables for collective analysis across tables [16]. (3) As shown by
𝜑3, for certain ML models M, one can discover logic conditions 𝑋
to provide high-level rational behind predictions ofM in an REE of
the form𝑋 → M(𝑡 [𝐴], 𝑠 [𝐵]), whenM is the rule consequence. (4)
We can embedM as predicates in precondition 𝑋 (see 𝜑1), not to
feed REEs as features to ML models. As shown in [29], this strategy
can filter false positives/negatives of predictions of M with 𝑋 =

M(𝑡 [𝐴], 𝑠 [𝐵]) ∧𝑋1, i.e.,we can enrichM with extra conditions𝑋1.

2.2 REE++s for Deducing Timeliness
In practice we often need to determine temporal orders on attribute
values. To formalize this intuition, we start with some notations.
Temporal relations. A temporal relation is (𝐷,𝑇 ), where (a) 𝐷 is a
normal relation of schema 𝑅, and (b) 𝑇 is a partial function that as-
sociates a timestamp 𝑇 (𝑡 [𝐴]) with the 𝐴-attribute of a tuple 𝑡 in 𝐷 .

The timestamp indicates that at the time𝑇 (𝑡 [𝐴]), the𝐴-attribute
value of tuple 𝑡 is correct and up-to-date. A temporal relation ex-
tends a relation with available timestamps. In the same tuple 𝑡 , 𝑡 [𝐴]
and 𝑡 [𝐵] may bear different timestamps for different 𝐴 and 𝐵, since
different attributes of 𝑡 may come from different data sources.

Temporal orders. A temporal order on attribute 𝐴 of 𝐷 is a partial
order ⪯𝐴 such that for all tuples 𝑡1 and 𝑡2 in 𝐷 , 𝑡2 ⪯𝐴 𝑡1 if the value
in 𝑡1 [𝐴] is at least as current as 𝑡2 [𝐴]. Note that 𝑡2 ⪯𝐴 𝑡1 ranks
the timeliness of the 𝐴-attributes of tuples 𝑡1 and 𝑡2, not values
detached from the tuples. Similarly, a strict partial order 𝑡2 ≺𝐴 𝑡1
says that 𝑡1 [𝐴] is more current than 𝑡2 [𝐴]. We represent ⪯𝐴 as a set
of tuple pairs such that (𝑡2, 𝑡1) ∈ ⪯𝐴 iff 𝑡2 ⪯𝐴 𝑡1; similarly for ≺𝐴 .

In particular, if 𝑇 (𝑡1 [𝐴]) and 𝑇 (𝑡2 [𝐴]) are both defined and if
𝑇 (𝑡2 [𝐴]) ≤ 𝑇 (𝑡1 [𝐴]), then 𝑡2 ⪯𝐴 𝑡1, i.e., 𝑡1 [𝐴] is confirmed at a
later timestamp and is thus considered at least as current as 𝑡2 [𝐴].
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tid pid LN FN gender home status spouse
𝑡1 𝑝1 Jones Christine F 5 Beijing West Road single n/a
𝑡2 𝑝2 Smith Christine F 5 West Road single 𝑝3
𝑡3 𝑝2 Smith Christine F 12 Beijing Road married 𝑝4
𝑡4 𝑝3 Smith George M 12 Beijing Road married 𝑝2
𝑡5 𝑝4 Smith George M null null null

Table 1: Example Person relation 𝐷1
tid sid name type location accu_scales area_code
𝑡6 𝑠1 Apple Jingdong Self-run Electron. Beijing 15M null
𝑡7 𝑠2 Apple Taobao Flagship Electron. null null null
𝑡8 𝑠3 Huawei Flagship Electron. Beijing 11M null
𝑡9 𝑠4 Huawei Sports Shanghai 10M 021
𝑡10 𝑠5 Nike China Sports Shanghai null 021

Table 2: Example Store relation 𝐷2
tid pid sid com mfg price date
𝑡11 𝑝1 𝑠2 IPhone 13 Apple 9000 2020-12-18
𝑡12 𝑝1 𝑠1 IPhone 14 (Discount ID 41) Apple 6500 2021-11-11
𝑡13 𝑝2 𝑠1 IPhone 14 (Discount Code 41) Apple null 2021-11-11
𝑡14 𝑝3 𝑠3 Mate X2 (Limited Sold) Huawei 5200 2023-8-12
𝑡15 𝑝4 𝑠4 Mate X2 (Limited Sold) Apple null 2023-8-12

Table 3: Example Transaction (Trans) relation 𝐷3

Temporal instances. Consider an instance D = (𝐷1, . . . , 𝐷𝑚) of
database schema R, and temporal relations (𝐷𝑖 ,𝑇𝑖 ) for 𝑖 ∈ [1,𝑚]. A
temporal instance D𝑡 of schema R is (D, ⪯𝐴1 , . . . , ⪯𝐴𝑛

,𝑇 ), where𝑇
is
⋃

𝑖∈[1,𝑚] 𝑇𝑖 , 𝐴𝑖 ranges over attributes of R (𝑖 ∈ [1, 𝑛]), and each
⪯𝐴𝑖

is a temporal order on 𝐴𝑖 . We assume w.l.o.g. that attributes
are distinct across relations, e.g., prefixed by its relation name.

That is, the temporal instanceD𝑡 extendsD with explicit partial
temporal orders ⪯𝐴𝑖

, one for each attribute 𝐴𝑖 in R (𝑖 ∈ [1, 𝑛]).
ML ranking model. Rock has trained a pairwise ranking model [42],
referred to asMrank, by interleaving model learning and verifica-
tion with currency constraints [34]. Given any tuples 𝑡1 and 𝑡2 of a
relation 𝐷 and any attribute 𝐴 of 𝐷 , Mrank (𝑡1, 𝑡2, ⊗𝐴) returns true
if it predicts 𝑡1 ⊗𝐴 𝑡2, and false otherwise, where ⊗𝐴 is either ⪯𝐴
or ≺𝐴 . We find that Mrank has 𝐹 -measure consistently above 0.80.

Extending REEs. REE++s also support temporal predicates below:
𝑝 ::= 𝑡 ⪯𝐴 𝑠 | 𝑡 ≺𝐴 𝑠,

for tuple variables 𝑡 and 𝑠 bounded by the same relation schema 𝑅
that has attribute𝐴, in addition to the predicates listed in Section 2.1.

An REE++ also has the form 𝑋 → 𝑝0. The semantics of such
REE++s is a straightforward extension of the one in Section 2.1.

In particular, REE++s allowMrank (𝑡1, 𝑡2, ⊗𝐴) as an ML predicate,
where Mrank is the ML temporal ranking model of [42], ⊗𝐴 is ⪯𝐴
or ≺𝐴 , and 𝑡1 (resp. 𝑡2) is bounded by 𝑅(𝑡1) (resp. 𝑅(𝑡2)).
Example 2: REE++s with temporal predicates can express interest-
ing properties, e.g., monotonicity, comonotonicity and correlation.

𝜑4 : Person(𝑡) ∧ Person(𝑠) ∧ 𝑡 .status = “single” ∧ 𝑠 .status =

“married” → 𝑡 ⪯status 𝑠 . It says marital status only changes mono-
tonically, i.e., from single to married, not the other way around [18].

𝜑5 : Person(𝑡) ∧ Person(𝑠) ∧ 𝑡 ⪯status 𝑠 → 𝑡 ⪯home 𝑠, i.e., ⪯status
and ⪯home are often comonotonic: when the marital status of a
person changes, this person may move to a different house.

𝜑6 : Store(𝑡) ∧ Store(𝑠) ∧ 𝑡 .location = “Shanghai” ∧ 𝑠 .location =

“Beijing” ∧ 𝑡 .accu_sales ≤ 𝑠 .accu_sales → 𝑡 ⪯location 𝑠 . Here 𝜑6
correlates multiple attributes to capture implicit ordering. Note that
a store can move from Beijing to Shanghai and further from Shang-
hai to Beijing.We can use its accumulated sales as an additional hint,
which changes monotonically, to deduce its current location. 2

2.3 REE++s for Imputing Missing Data
Rock fills in missing values by unifying three strategies: logic, ML
prediction and data extraction from knowledge graphs. It conducts
these by using REE++s with the following additional predicates.
Predicates. In addition to predicates given earlier, REE++s support:

𝑝 ::= vertex(𝑥,𝐺) | HER(𝑡, 𝑥) | match(𝑡 .𝐴, 𝑥 .𝜌) | 𝑡 [𝐴] = val(𝑥 .𝜌) |
M𝑐 (𝑡 [𝐴], 𝑡 [𝐵]) ≥ 𝛿 | M𝑐 (𝑡 [𝐴], 𝑡 [𝐵]=𝑐) ≥ 𝛿 | 𝑡 [𝐵] = M𝑑 (𝑡 [𝐴], 𝐵) .

Here (a) 𝑥 in vertex(𝑥,𝐺) is a variable denoting a vertex in knowl-
edge graph 𝐺 , referred to as a variable bounded by vertex(𝑥,𝐺). (b)
If 𝑥 is bounded by vertex(𝑥,𝐺) and 𝑡 is bounded by 𝑅(𝑡), HER(𝑡, 𝑥)
is a Boolean function that returns true if tuple 𝑡 and vertex 𝑥 refer to
the same entity. (c) If 𝜌 is a label path and if 𝑥 and 𝑡 are bounded as
above,match(𝑡 .𝐴, 𝑥 .𝜌) checks whether the path 𝜌 from vertex 𝑥 en-
codes the 𝐴-attribute of tuple 𝑡 . (d) If 𝑡 and 𝑥 are bounded as above
and match(𝑡 .𝐴, 𝑥 .𝜌) returns true, 𝑡 [𝐴] = val(𝑥 .𝜌) indicates that
the𝐴-attribute of 𝑡 takes the value (label) of the last vertex 𝑣 on the
match of 𝜌 from vertex 𝑥 . (e) ML modelM𝑐 assesses the strength
of the correlation between (partial) tuple 𝑡 [𝐴] and the 𝐵-attribute
value 𝑡 [𝐵]; inM𝑐 (𝑡 [𝐴], 𝑐) ≥ 𝛿 , 𝛿 is a strength threshold. (f) Given a
partial tuple 𝑡 [𝐴], ML modelM𝑑 predicts a value for its 𝐵-attribute.

We remark the following about these new predicates.
(1) Several methods for implementingHER(𝑡, 𝑥) are already in place,
e.g., rule-based JedAI [70], parametric simulation [31], and ML
models Silk [54] and MAGNN [45]. Rock supports [31] as a Boolean
function to check whether a tuple in a relation and a vertex in a
graph refer to the same entity (heterogeneous entity resolution).

(2) Rock has implemented match(𝑡 .𝐴, 𝑥 .𝜌) by using a Long-Short
Term Memory (LSTM) network [50] as shown in [31].

(3) Predicates vertex(𝑥,𝐺), HER(𝑡, 𝑥), match(𝑡 .𝐴, 𝑥 .𝜌) and 𝑡 [𝐴] =
val(𝑥 .𝜌) aim to identify entities across relation 𝐷 and knowledge
graph 𝐺 , and extract data from 𝐺 to instantiate the missing values
of attribute 𝑡 [𝐴] in 𝐷 . We refer to them as extraction predicates.

(4) Predicate M𝑐 (𝑡 [𝐴], 𝑡 [𝐵])≥𝛿 and M𝑐 (𝑡 [𝐴], 𝑐)≥𝛿 assess corre-
lation between values. Here 𝑡 [𝐵] = M𝑑 (𝑡 [𝐴], 𝐵) suggests a value
for (missing) attribute 𝐵. We refer to them as correlation predicates.

Extended rules. An REE++ 𝜑 also has the form 𝑋 → 𝑝0 such
that all tuple variables and vertex variables in 𝜑 are bounded in 𝑋 .
Intuitively, when 𝑝0 is 𝑡 [𝐴] = val(𝑥 .𝜌) or 𝑡 [𝐵] = M𝑑 (𝑡 [𝐴], 𝐵), the
rule fills in missing values by extracting data from a knowledge base
or employing ML prediction of an accurate modelM𝑑 , respectively.

Example 3: The following REE++s impute missing values.
𝜑7 : Store(𝑡) ∧ vertex(𝑥,Wiki) ∧ HER(𝑡, 𝑥) ∧ match(𝑡 [location],
𝑥 .(LocationAt)) → 𝑡 [location] = val(𝑥 .(LocationAt)). It says that
if a store 𝑡 matches a vertex 𝑥 in WikiPedia and if 𝑥 reaches vertex
𝑣 via path 𝜌 = (LocationAt), let 𝑡 [location] take 𝐿(𝑣) as its value.
𝜑8 : Trans(𝑡) ∧ null(𝑡 [price]) → 𝑡 [price] = M𝑑 (𝑡 [𝐴], price),
where null(𝑡 [price]) is a syntactic abbreviation to check whether
𝑡 [price] carries null value and 𝐴 is the set of all validated values of
𝑡 . This REE++s predicts the missing price of 𝑡 via validated values. 2

Semantics. We extend the notion of valuation to be a mapping ℎ

that instantiates each tuple variable 𝑡 with a tuple in a database D,
and each vertex variable 𝑥 with a vertex in a knowledge graph 𝐺 .
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Figure 1: Architecture of Rock

For the additional predicates 𝑝 , a valuation ℎ satisfies 𝑝 , denoted
by ℎ |= 𝑝 , if the following is satisfied. (a) If 𝑝 is HER(𝑡, 𝑥), then ℎ(𝑡)
andℎ(𝑥) refer to the same entity as determined by the Boolean func-
tion HER. (b) If 𝑝 is match(𝑡 .𝐴, 𝑥 .𝜌), then the labels on the path 𝜌

match the attribute 𝐴 of schema 𝑅, and there exists a match of path
𝜌 from ℎ(𝑥), where 𝑡 is bounded by 𝑅(𝑡). (c) If 𝑝 is 𝑡 [𝐴] = val(𝑥 .𝜌),
then the match of 𝜌 from ℎ(𝑥) reaches a vertex 𝑣 in𝐺 , and the value
of ℎ(𝑡) [𝐴] is equal to the value (label) of 𝑣 . (d) If 𝑝 isM𝑐 (𝑡 [𝐴], 𝑐)≥𝛿
(resp. M𝑐 (𝑡 [𝐴], 𝑡 [𝐵])≥𝛿), let 𝑑 be the strength of the correlation
between ℎ(𝑡) [𝐴] and 𝑐 (resp. 𝑡 [𝐵]) assessed byM𝑐 , then 𝑑≥𝛿 . (e)
If 𝑝 is 𝑡 [𝐵] = M𝑑 (𝑡 [𝐴], 𝐵), then the value of 𝑡 [𝐵] is equal to the
𝐵-attribute value suggested byM𝑑 for partial tuple 𝑡 [𝐴].

3 SYSTEM ARCHITECTURE
This section presents the architecture and workflow of Rock.
Architecture. As shown in Figure 1, Rock is developed based on
a three-tier architecture. User interface (UI) is the topmost level. It
displays standard graphical interfaces, receives user requests, com-
municates with other layers via Web socket (WS) and returns the
results to users. The business logic layer (BLL) conducts processing.
It also moves and processes data between the two surrounding
layers. The data access layer (DAL) provides APIs for BLL to access
and manage the stored data. The retrieved data is passed back to
BLL for processing, and is eventually returned back to the users.

Workflow. Given a dataset D of schema R, Rock first discovers a
set Σ of REE++s over R offline. It then detects and fixes errors in D
online, by employing the REE++s in Σ. If the users request to correct
the errors, Rock chases D with Σ to conduct “deep” cleaning in
parallel. Moreover, the users may opt to employ Rock to monitor
changes to D, and incrementally detect and fix errors in response
to updates. These are carried out by the following key modules.

Rule discovery. Rock supports three algorithms for mining/learning
REE++s from a (possibly large) dataset D. Rule mining methods
often return excessive candidates and incur prohibitive cost. To
overcome these, Rock supports (a) a top-𝑘 method [37] that learns
a model for ranking REE++s based on both objective measures (con-
fidence, support) and subjective measures (users’ preference and
unexpectedness), and mines top-ranked REE++s; (b) an anytime al-
gorithm [37] for successive REE++ mining via lazy evaluation, and
(c) a multi-round sampling method [36] that mines REE++s from a
fraction of D and guarantees their accuracy (precision and recall)
under a probabilistic bound. The algorithms substantially reduce the
discovery cost and find REE++s that meet the need of different users.

Error detection. Given a set Σ of REE++s and a dataset D, Rock de-
tects errors in D as violations of REE++s in Σ (see Section 4.2). The
errors includes duplicates, semantic inconsistencies, obsolete values
and missing values. Rock also incrementally detects errors in re-
sponse to updates ΔD to D. It implements parallel algorithms and
parallel incremental algorithms for error detection, which extend
the algorithms of [41], both parallelly scalable to scale with largeD.

Error correction. To correct the errors detected, Rock extends the
classic chase [79] with conflict resolution strategies [35] to con-
duct “deep cleaning”, and recursively propagate the corrections. It
conducts ER, CR, TD and MI in the same chase process. Rock accu-
mulates ground truth in the process and references the ground truth
when fixing errors. The chase is Church-Rosser [8], i.e., it converges
at the same result no matter what rules in Σ are used and in what or-
der the rules are applied. The errors fixed are logical consequences
of the rules and ground truth; as long as the rules and ground truth
are correct, and if ML predicates in REE++s are accurate, the fixes are
correct, known as certain fixes [38]. Rock corrects errors in batch
and incremental modes; both algorithms are parallelly scalable.

4 A UNIFORM PROCESS
This section presents how Rock identifies tuples (ER), resolves in-
consistencies (CR), deduces temporal orders (TD) and imputes miss-
ing values (MI) in the same process. We first extend the chase [79]
(Section 4.1), and then show how to leverage the interactions of the
four and improve the overall data quality via the chase (Section 4.2).

4.1 Chasing with REE++s
To conduct ER, CR, TD and MI uniformly, we mine a set Σ of REE++s
and chases the data with the REE++s. Below we give an overview
of the chase with REE++s. We start with fixes and ground truth, and
then extend the chase [79] with the Church-Rosser property [8].

Fixes. Given a set Σ of REE++s, we apply them to deduce fixes in D,
maintained in𝑈 = (E=, E⪯ ). For each tuple in D with id EID (resp.
each 𝐴-attribute of EID), a set [EID]= (resp. [EID.𝐴]=) is in E= ,
including the ids of entities that are validated to be the same as EID
(resp. the constant 𝑐 such that EID.𝐴 = 𝑐 is validated). For each at-
tribute𝐴 of schema 𝑅 in R, a set [𝐴]⪯ is in E⪯ , including all ranked
pairs (𝑡1, 𝑡2) such that 𝑡1 ⪯𝐴 𝑡2 is validated. Intuitively, the fixes
tell us what entities should be identified, what value an attribute
should take, and how attribute values are temporally ordered.

Validity.We say that𝑈 is valid if it has no conflicting fixes in𝑈 , e.g.,
there exist no attribute𝐴, entity id EID and tuples 𝑡1, 𝑡2 such that (a)
[EID.𝐴]= includes both constants 𝑐 and 𝑑 , but 𝑐 ≠ 𝑑 ; that is, each
attribute has a unique value; and (b) [𝐴]⪯ includes both ranked
pairs (𝑡1, 𝑡2) and (𝑡2, 𝑡1), but either 𝑡1 [𝐴] ≺ 𝑡2 [𝐴] or 𝑡2 [𝐴] ≺ 𝑡1 [𝐴].
Ground truth. To justify the correctness of fixes, we only apply
an REE++ in Σ if its precondition is satisfied by a collection of
“ground truth”, which is a set Γ = (Γ=, Γ⪯ ) of validated data, where
Γ= (resp. Γ⪯ ) is enclosed in E= (resp. E⪯ ). Typically, Γ= is initialized
based on master data or high-quality knowledge bases, and Γ⪯ is
initialized with the temporal orders in D with initial timestamps.
Later, the ground truth in Γ is accumulated and expanded with
data validated during chasing via possibly user interaction.

The chase. We deduce fixes by chasing D with REE++s in Σ and
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Figure 2: The workflow of chasing

ground truth in Γ. Specifically, the 𝑖-th chase step of D by Σ is:
𝑈 𝑖 ⇒(𝜑,ℎ) 𝑈 𝑖+1,

where 𝜑 : 𝑋 → 𝑝0 is an REE++ in Σ, ℎ is a valuation of 𝜑 in D, and
the application of (𝜑,ℎ) should satisfy the following conditions:
(1) All predicates 𝑝 ∈ 𝑋 are validated by𝑈 , e.g., if 𝑝 is 𝑡 [𝐴] = 𝑐 , then

𝑡 [𝐴] is validated to be 𝑐 in [EID.𝐴]=. If 𝑝 isM(𝑡 [𝐴], 𝑠 [𝐵]), each
𝐴 ∈ 𝐴 (resp. 𝐵 ∈ 𝐵) is validated in [EID.𝐴]= (resp. [EID.𝐵]=),
andM(𝑡 [𝐴], 𝑠 [𝐵]) = true; similarly for other predicates.

(2) The consequence 𝑝0 extends𝑈 𝑖 to𝑈 𝑖+1, e.g., if 𝑝0 is 𝑡1 ⪯ 𝑡2, then
add pair (𝑡1, 𝑡2) to [𝐴]⪯ ; similarly for other predicates.

Chasing. A chasing sequence 𝜉 of D by (Σ, Γ) is

𝑈 0, . . . ,𝑈 𝑘 ,

where𝑈 0 = Γ. For 𝑖 ∈ [1, 𝑘], there exist REE++ 𝜑 and valuation ℎ of
𝜑 such that 𝑈 𝑖 ⇒(𝜑,ℎ) 𝑈 𝑖+1 is a valid chase step, i.e.,𝑈 𝑖+1 is valid.

A chasing sequence 𝜉 terminates if either (a) no 𝜑 in Σ can be
applied; if so, 𝜉 is valid, and 𝑈 𝑘 is its result; or (b) there exist 𝜑,ℎ
and𝑈 𝑘+1 such that𝑈 𝑘 ⇒(𝜑,ℎ) 𝑈 𝑘+1 but𝑈 𝑘+1 is invalid (conflict).

Church-Rosser. Following [39, 79], one can verify that the chase is
Church-Rosser since for any set Σ of REE++s, collection Γ of ground
truth, and instance D, all chasing sequences of D by (Σ, Γ) termi-
nate and converge at the same result, denoted byChase(D, Σ, Γ), no
matter what REE++s in Σ are used and in what order they are applied.

Implementing the chase. Although conceptually simple, we can-
not directly apply the chase, for two reasons. (a) The enumeration
of valuations is costly and worse still, the application of a valuation
may rely on other valuations, e.g., not-yet-validated 𝑝 may become
validated after certain chase steps. (b) The chase may terminate at
an invalid result. If so, we need to resolve conflicts.

Novelty. To cope with these challenges, we implement the chase in
a more efficient way. Its novelty includes the following:
(a) We maintain designated data structures to record temporary

chasing results, so that valuations are activated lazily.
(b) We develop learning-based strategies to resolve conflicts.
(c) We deduce certain fixes such that each fix is correct under certain

conditions, i.e., it fixes an error and introduces no new errors.

Workflow. As shown in Figure 2, the chasing service is initiated
by a front-end request. It starts a process for the distributed work
dispatching, scheduling and basic I/O; a workflow manager is used
to control the chasing process, which consists of three components:
(1) preprocessing, (2) chasing, and (3) data quality assessment.

In the preprocessing step, Rock loads data and rules, initializes
the ground truth and builds the data structures for lazy activation.

After preprocessing, Rock proceeds to the chasing step. An
REE++ activator triggers REE++s so that only valuations that de-
duce unknown fixes are generated. A fix is unknown if it is neither
in the ground truth nor has not been deduced before. We support
both batch and incremental modes for REE++ activation. In the
incremental mode, an REE++ 𝜑 : 𝑋 → 𝑝0 is activated if at least
one predicate in 𝑋 is validated by the updated data; in the batch
mode, as long as there exist predicates in𝑋 that are validated by the
ground truth, this REE++ is activated. The activated REE++s are then
forwarded to an executor to perform the chase steps. The fixes de-
duced are maintained in a collection, whose validity is periodically
checked. If there are conflicts in the fixes, we resolve the conflict
(see Section 4.2). Otherwise, we accumulate the deduced fixes as
new ground truth (possibly with user verification), which may in
turn activate more REE++s and the chasing process continues.

Rock adopts built-in constraints and user-defined templates to
monitor data quality in terms of completeness, timeliness, validity
and consistency [3], e.g., checking nulls/duplicates in an attribute.

4.2 Deduction with the Chase
Belowwe first present the designated types of REE++s for each of ER,
CR, TD and MI. Then we outline how they interact with each other.

ER + CR. To conduct ER, we employ REE++s in Σ with their conse-
quences in the form of 𝑡 .EID = 𝑠 .EID or 𝑡 .EID ≠ 𝑠 .EID, for checking
the entities that 𝑡 and 𝑠 represent. To conduct CR, we check whether
attribute values violate the data regularity, where such regularity
is modeled by enforcing another type of REE++s in Σ, whose con-
sequences have the form 𝑡 .𝐴 ⊕ 𝑐 or 𝑡 .𝐴 ⊕ 𝑠 .𝐵. Specifically, given an
REE++ 𝜑 : 𝑋 → 𝑝0, a violation of 𝜑 in D is a valuation ℎ of 𝜑 such
that ℎ |= 𝑋 but ℎ ̸ |= 𝑝0, i.e., ℎ witnesses that D ̸|= 𝜑 . The goal of CR
is to identify all such violations and correct the values if needed.

Example 4: Some commodities are sold limited in a special store.
ModelMlimited (𝑡 [com], 𝑠 [com]) checks whether two commodities
are sold limited in the same store. REE++s below can be used for ER
and CR, by embeddingMlimited as an ML predicate.

𝜑9 : Trans(𝑡) ∧ Trans(𝑠) ∧ Mlimited (𝑡 [com], 𝑠 [com]) → 𝑡 .sid =

𝑠 .sid. Since the commodities are sold limited in the same store
(checked byMlimited), REE++ 𝜑9 identifies the two store ids.

𝜑10 : Trans(𝑡) ∧ Trans(𝑡 ′) ∧ Store(𝑠) ∧ Store(𝑠′) ∧ 𝑡 .sid = 𝑠 .sid ∧
𝑡 ′ .sid = 𝑠′ .sid ∧ Mlimited (𝑡 [com], 𝑡 ′ [com]) → 𝑠 .type = 𝑠′ .type.
This rule conducts CR across two tables; it states that the same
commodity must be sold in the same type of stores. 2

TD. We adopt REE++s𝑋 → 𝑝0, where 𝑝0 is 𝑡 ⪯𝐴 𝑠 or 𝑡 ≺𝐴 𝑠 . Here𝑋
can be either (1) a conjunction of predicates of Section 2.1 and possi-
bly temporal predicates, or (2) 𝑅(𝑡1) ∧𝑅(𝑡2) ∧Mrank (𝑡1, 𝑡2, ⊗𝐴) →
𝑡1 ⊗𝐴 𝑡2, where Mrank is an ranking model [42] and ⊗𝐴 is ≺𝐴 or
⪯𝐴; it returns true if it predicts 𝑡1 ⊗𝐴 𝑡2 and false otherwise.

The ranking modelMrank is trained under a creator-critic frame-
work, by interleaving learning and verification with currency con-
straints [42]. The creator ranks the temporal orders viaMrank on
attribute values, followed by the critic that validates the ranking and
deduces more ranked pairs. The critic produces augmented training
data forMrank to improve its ranking. HereMrank is trained by ar-
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ranging values chronologically by their distances to a target in the
embedding space, and using the distance to quantify the timeliness.

Example 5: Besides REE++s 𝜑4 − 𝜑6 in Example 2, we can use the
following REE++ to deduce timeliness with the ranking model:
𝜑11 : Person(𝑡) ∧ Person(𝑠) ∧Mrank (𝑡, 𝑠, ⪯LN) → 𝑡 ⪯LN 𝑠 , which
deduces the currency of LN-attribute values based onMrank. 2

MI. When imputing missing values, we combine logic, ML predic-
tions and data extraction from knowledge graphs. Specifically, we
use the following three types of REE++s, prioritizing the first two.
(1) (Logic) REE++s of the form 𝑋 → 𝑡 [𝐴] = 𝑐 , where precondition 𝑋
may use ML predicatesM𝑐 ≥ 𝛿 to assess the correlation between
attribute values, e.g., 𝑅(𝑡) ∧ M𝑐 (𝑡 [𝐴], 𝑡 [𝐵] = 𝑐) ≥ 𝛿 → 𝑡 [𝐵] = 𝑐;
intuitively, it says that if 𝑡 [𝐴] and the value 𝑐 in 𝑡 [𝐵] are strongly
correlated (checked by M𝑐 ), then we assign the value 𝑐 to 𝑡 [𝐵].
(2) (Data extraction) REE++s: 𝑅(𝑡) ∧ vertex(𝑥,𝐺) ∧ HER(𝑡, 𝑥) ∧
match(𝑡 [𝐵], 𝑥 .𝜌) → 𝑡 [𝐵] = val(𝑥 .𝜌). Intuitively, if 𝑡 matches a
vertex 𝑥 in knowledge graph𝐺 and if 𝑥 reaches vertex 𝑣 via path 𝜌

(encoding the 𝐵-attribute of 𝑡 ), then 𝑡 [𝐵] takes the value (label) of 𝑣 .
(3) (ML prediction) REE++s of the form 𝑅(𝑡) ∧ null(𝑡 [𝐵]) → 𝑡 [𝐵] =
M𝑑 (𝑡 [𝐴], 𝐵), where 𝑡 [𝐴] is a partial tuple with all validated values
andM𝑑 suggests a value to fill in null 𝑡 [𝐵] (checked by null(𝑡 [𝐵])).
Example 6: REE++s in Example 3 conduct missing value imputation.
Another simple REE++ that derives the area code is as follows:
𝜑12 : Store(𝑡) ∧ 𝑡 .location = “Beijing” → 𝑡 .area_code = “010”. 2

The modelM𝑐 takes a partial tuple 𝑡 [𝐴] and an attribute value
𝑡 [𝐵] of 𝑡 (𝐵 ∉ 𝐴) as input, and returns the confidence of correlation
between 𝑡 [𝐴] and 𝑡 [𝐵] [35]. It is implemented by first pretraining
graph embeddings on knowledge graphs, and then generating the
confidence by combining the classifications from graph embeddings
and language model embeddings. To extendM𝑐 toM𝑑 , which pre-
dicts a value for 𝑡 [𝐵], we reuse the encoders in M𝑐 for computing
embeddings. It is implemented by first retrieving a set of candidate
values for 𝑡 [𝐵] from graph𝐺 based on the partial tuple 𝑡 [𝐴], and
then using a ranking model to get a suggested value for 𝑡 [𝐵].
Interactions. ER, CR, MI and TD interact with each other.
Example 7: Consider the e-commerce database in Tables 1-3.

(1) ER helps CR. Consider a valuation ℎ1 = {(𝑡12, 𝑡13) ↦→ (𝑡, 𝑠)} of
𝜑1 that maps tuples 𝑡12 and 𝑡13 in𝐷3 to the tuple variables 𝑡 and 𝑠 of
𝜑1, respectively. By applying (𝜑1, ℎ1), 𝑝1 and 𝑝2 are identified as the
same person. Given this, we can correct the erroneous address of
𝑝2, by 𝜑13 : Person(𝑡) ∧Person(𝑠) ∧ 𝑡 .pid = 𝑠 .pid∧𝑋 → 𝑡 .home =
𝑠 .home where 𝑋 =

∧
𝐴∈T 𝑡 .𝐴 = 𝑠 .𝐴 and T is a set of designated

attributes such as marital status, salary and the number of kids (not
shown). Here 𝜑13 is learned from the data; intuitively, the home
address of a person is usually unchanged, if the marital status, salary
and the number of kids are unchanged. Applying valuation ℎ13 =

{(𝑡1, 𝑡2) ↦→ (𝑡, 𝑠)} of 𝜑13, we fix 𝑡2 [home] =“5 Beijing West Road”.

(2) CR helps TD. Once the errors in home addresses are fixed, we
can rank the timeliness of values in attribute home for tuples in 𝐷1.
For example, by 𝜑4 and 𝜑5 in Example 2, we deduce 𝑡3 [home]=“12
Beijing Road” as the current home address for Christine.

(3) TD helps MI. AnREE++ 𝜑14 : Person(𝑡 ′)∧Person(𝑡)∧Person(𝑠)

∧𝑡 ′ .pid = 𝑡 .pid∧𝑡 .spouse = 𝑠 .pid∧𝑡 ′ ⪯home 𝑡 → 𝑠 .home = 𝑡 .home
helps us fill in the home address of person 𝑠 by a more recent
address of his/her spouse. By instantiating the tuple variables in
𝜑14 with tuples 𝑡2, 𝑡3 and 𝑡5 in Table 1, respectively, we can impute
the missing address for 𝑝4 of George, since George and Christine
are married and their home address should be the same.

(4) MI helps ER. After knowing the home address of 𝑝4 is “12 Bei-
jing Road” by (𝜑14, ℎ14), we can now apply another REE++ 𝜑15 :
Person(𝑡) ∧ Person(𝑠) ∧ 𝑡 .LN = 𝑠 .LN ∧ 𝑡 .FN = 𝑠 .FN ∧ 𝑡 .home
= 𝑠 .home → 𝑡 .pid = 𝑠 .pid, with valuation ℎ15 = {(𝑡4, 𝑡5) ↦→ (𝑡, 𝑠)}
to identify 𝑝3 and 𝑝4 since they have the same name and address. 2

Resolving conflicts. Rock resolves conflicts as follows.
(1) (ER or CR) When conflicting entity IDs or attribute values are de-

duced, Rock presents the conflicts to the users for correction, to-
gether with the rules and ground truth that identify the conflicts.

(2) (TD)When conflicting temporal orders are deduced, i.e., 𝑡1 ⪯𝐴 𝑡2
and 𝑡2 ⪯𝐴 𝑡1, but 𝑡2 ≺𝐴 𝑡1 or 𝑡1 ≺𝐴 𝑡2, we resolve the conflict by
extending the binary classifier Mrank. Specifically, we extend
Mrank (𝑡1, 𝑡2, ⊗𝐴) to output a confidence score from 0 to 1,
indicating how likely 𝑡1⊗𝐴 𝑡2 holds, where ⊗𝐴 is ≺𝐴 or ⪯𝐴 . Then
we compute two confidence scores for 𝑡1 ⪯𝐴 𝑡2 and 𝑡2 ⪯𝐴 𝑡1,
respectively, and the one with a higher confidence is retained.

(3) (MI) If multiple values are deduced for an attribute value 𝑡 [𝐵], we
can adoptM𝑐 to decide the suitable value. More specifically, we
retrieve a set Cand of candidate values to be {𝑐𝑖 | ∃𝜑 ∈ Σ : 𝑋 →
𝑡 [𝐵] = 𝑐𝑖 s.t. 𝑋 is validated}. We assign 𝑐∗ = arg max𝑐∈Cand
M𝑐 (𝑡 [𝐴], 𝑐) to 𝑡 [𝐵], where 𝑡 [𝐴] consists of all validated values.

User inspection is optional for (2) and (3). One can verify that the
chase extended with this learning-based conflict resolution remains
Church-Rosser [35], and the fixes are certain if the rules and ground
truth are correct and if the ML models in REE++s are accurate.

5 IMPLEMENTATION
This section details the implementation of Rock, for its data storage,
scalability, modules, optimization (Sections 5.1–5.4, respectively).

5.1 Data Storage and Management
For efficiency and flexibility, Rock built Crystal, a distributed file
system to support internet-scale dynamic load across nodes.
Data storage. Crystal develops a consistent hash ring to assign
data objects and computing nodes in a cluster to positions in a
virtual ring structure. It aims to minimize the number of remapped
keys when the nodes are updated in the cluster. A standard hashing
functionCRC-32 [59] is used to encode the IP addresses for hashing
the nodes; and data objects are hashed by a self-defined function
based on spectral clustering. The mapping between hash codes and
nodes are registered in ETCD, a distributed key-value store.

To support data-partitioned parallelism, data objects are par-
titioned and stored distributedly over a cluster in Crystal. To ef-
ficiently fetch objects across nodes, Crystal develops a two-level
addressing model. The first-level metadata always resides in the
memory of a cluster after the system starts so that each node main-
tains the global meta information and knows where to fetch data. If
a node needs data from the other nodes, it looks up the addressing
model and sends messages to the corresponding nodes. Data at
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each node is partitioned into blocks, stored as a linked list.

Data management. Crystal distributedly stores raw data, meta-
data,REE++s, ground truth andML library. It also stores intermediate
results produced during rule discovery and rule execution.
Raw data and ground truth management. Crystal loads raw data
and correlated ground truth after ETL. Then it pre-processes the
data as follows. (1) It adopts built-in rules and regular expressions
to address typos and formatting issues. (2) It transforms attribute
values to unique ids, and builds (a) a row-oriented copy for the
original data, and (b) a column-oriented copy such that similar
values are gathered together, via a pretrained built-in model.
Metadata management. Besides the schemas of tables, Crystal also
maintains (1) column distribution, the distribution of each cate-
gorical and numerical attributes; (2) attribute summary, a set of
signatures for textual attributes, and (3) external knowledge, to link
suitable ML models and vertices in knowledge graphs to attributes.
ML library and REE++s management.Crystalmaintains various pre-
trained models for different tasks and domains. Note that REE++s
may embed any existing ML model that returns a Boolean value as
predicates. The models are trained by, e.g., data augmentation [67],
weak supervision [74], active learning [56] and noisy label han-
dling [81]. In particular, we trained i.e., the ranking modelMrank
for TD and the correlation models M𝑐 andM𝑑 for MI.

Rock supports backend training forMLmodels based on feedback
from daily work at idle time, to continuously improve the models.

5.2 Scalability
To scale with large data, Rock develops three strategies below.
Load balancing strategy. In rule discovery and error detec-
tion/correction [36, 41], each work unit is specified as 𝑇 = (𝜑, 𝐷𝑇 ),
where 𝜑 is a (partial) REE++ and 𝐷𝑇 is a data partition (see be-
low). Statistical information (e.g., support and confidence), detected
errors or fixes are returned after 𝑇 is completed. To ensure load
balancing, Rock adopts three simple yet effective strategies:
(1) Data partition: Crystal partitions data into blocks; a work unit

may involve multiple blocks. The smaller the blocks, the more
units to handle. A good balance would benefit load balancing.

(2) Cost estimation: During work unit generation, Rock estimates
the cost of each work unit using the metadata stored in Crystal.

(3) Work unit re-assignment: To scale well with large data, Rock
adopts a non-centralized structure under the consistent hash;
all nodes in a cluster play the same roles. Each node has its own
computing engine and work manager. After all work units are
generated, each𝑇 = (𝜑, 𝐷𝑇 ) is distributed to a node based on the
hash of𝐷𝑇 . All nodes in the cluster synchronize their status with
each other in fixed periods. When a node finishes its assigned
work units, it evokes the work manager to fetch work units from
other nodes. In this way, Rock achieves load balancing and high
scalability; no node is idle unless all work units are finished.

Sampling and top-𝑘 strategies. The complexity of rule discovery
is inherently exponential. To handle large data, Rock implements
the sampling and top-𝑘 strategies of [36, 37] to discover top-𝑘
REE++s in the samples with the following modifications. (1) Rock
samples data with an accuracy guarantee during the discovery pro-

Figure 3: Rule discovery module

cess if the estimated cost of REE++ deduction is large. (2) Rock needs
users to input their prior knowledge for the top-𝑘 discovery, e.g.,
labels of rules, different applications, and so on. Moreover, Rock (op-
tionally) uses the data coverage as the diversification metric and re-
turns the top-𝑘 diversified REE++s. The connection between support
and confidence of the rules on samples and their counterparts on the
entire dataset is established [36]. Note that discovery with sampling
and top-𝑘 strategies still returns REE++s that are interpretable.
Prior knowledge learning. Rock supports an interactive pro-
cess for users to label the usefulness of REE++s and select target
predicates for their application, such that only top-𝑘 useful REE++s
satisfying users’ needs are discovered. After a handful of rules are
labeled, Rock takes them as training instances, and trains a scoring
mode to learn the preferences of users. The model accelerates the
rule discovery process. Rock also supports an anytime algorithm
to continually return the next top-𝑘 results. It iteratively gathers
feedback from the users and incrementally trains the model [37].

5.3 Modules
Rock implements the three major modules of Section 3 as follows.

Rule discovery. The module is invoked by a front-end request. As
shown in Figure 3, Rock supports a user interface and allows users
to confirm the configuration parameters. After the confirmation,
a workflow manager is triggered to control (a) data processing, to
extract sample data and recover prior intermediate results (if any);
(b) predicates, to construct predicates and corresponding auxiliary
structures; (c) ML predicates, to compute ML predictions; (d) knowl-
edge learning, to learn prior knowledge and preference from users;
(e) rule discovery engine, to mine/learn REE++s in the data; and (f)
result management, to check and sort discovered REE++s based on
a trained criteria; it also stores intermediate results.

Error detection. This module supports two modes, batch and in-
cremental. For data-partitioned parallelism, we extended the Hyper-
Cube algorithm [41] to divide data into virtual blocks and generate
work units for each block. Thework units are distributed via the con-
sistent hashing; idle nodes fetch work units in real-time from other
nodes. The process is controlled by the work manager at each node.

Error correction. This module uniformly conducts ER, CR TD and
MI in parallel, by chasing the data with a set Σ of REE++s and a collec-
tion of ground truth. It also extends the HyperCube algorithm [41]
to divide data into multiple virtual blocks and generate work units
for each block. To support ML modelsM(𝑡 [𝐴], 𝑠 [𝐵]), Locality Sen-
sitive Hashing (LSH) is used to generate hash codes [27], such that
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𝐴 and 𝐵 are transformed to new attributes. IfM(𝑡 [𝐴], 𝑠 [𝐵]) = true,
then LSH(𝑡] [𝐴]) = LSH(𝑠 [𝐵]) with high probability. To support
MI, attributes of vertices in knowledge bases are extracted as keys
and treated as new attributes to satisfy match(·, ·) in REE++s. Hy-
perCube is built by incorporating these new attributes.

Rock evenly distributes the work units to computing nodes in
a cluster. Each node executes the assigned work units one by one,
and fetches data from other nodes when needed. When a node is
idle, a work manager transfers work units from other nodes to it
for load balancing. To speed up the chase, each node stores partial
valuations in its memory and periodically monitors whether fixes
generated by other nodes can be used to resume the executions of
these partial valuations. If the partial valuations are too large to fit
into the memory of a node, Crystal stores them in the disk locally.
The process continues until the cluster generates no more fixes.

Local executor. A work unit 𝑇 = (𝜑, 𝐷𝑇 ) is executed locally at each
node. A query optimizer decides the execution order of predicates in
the precondition of 𝜑 . Then the local executor maintains partial val-
uations of 𝜑 . If a valuation is complete, the deduced result is saved.

5.4 Optimization
Rock develops strategies to improve efficiency and effectiveness.
Polynomial expressions.Rock identifies arithmetical correlations
among numerical attributes as follows. (1) A tree-based model,
XGBoost, ranks the importance of numerical attributes via self-
supervised learning, and prunes irrelevant features (attributes). (2)
Feeding the selected features and labels to a predefined polynomial
expression with LASSO regularization, it learns a weight for each
feature; unimportant features tend to have zero weights.

Optimization for prior knowledge learning. Asking users to
rank REE++s is feasible for data quality experts (who have often
already accumulated some rules during their years of practice),
but it might be hard for novice users. To make it user friendly,
Rock designs a user interaction workflow. After a set of REE++s is
discovered, Rock picks a small sample dataset as testing data and
detects errors in it. Users are invited to confirm whether the errors
are unknown true positives. Rock then collects the user feedback,
and incrementally trains its ML model (Section 5.2) to rank REE++s.

Moreover, given a target predicate, Rock adopts an unsupervised
ML model based on FDX [95] to prune predicate candidates that
are not correlated to the target, to speed up rule discovery.

ML predication. It is costly to conduct ML inference (predictions)
at runtime during rule discovery. To rectify this, Rock pre-computes
the results in advance once the ML predicates are ready. Moreover,
given M(𝑡 [𝐴], 𝑠 [𝐵]), Rock adopts the filter-and-verify paradigm
such that (a) a blocking algorithm is first evoked to retrieve a candi-
date set of potentially matching tuple ID pairs, and then (b) it finds
the true matching pairs in the candidate set forM(𝑡 [𝐴], 𝑠 [𝐵]).
Optimization for rule discovery. Rock continually accumulates
ground truth from (a) historical repairs of previous data cleaning
tasks and (b) manually labeled data of users, so that the rule discov-
ery module could discover rules on cleaner data. It also embeds vari-
ous learning-based strategies in the rule discovery engine, including
data augmentation, feature generation, and feature enrichment so
that the discovered REE++s are more accurate and robust.

6 APPLICATION AND EVALUATION
This section showcases real-world applications of Rock (Bank, Lo-
gistics and Sales) for rule discovery (RD), error detection (ED) and
error correction (EC), and evaluates its accuracy, efficiency and
scalability. More details can be found from the Web page [6].

Baselines. Rock was implemented in Golang. We compared Rock
with the following baselines: (1) ES, a rule discovery system that
uses the idea of evidence set [72] to discover REE++s in parallel in
a purely mining manner; (2) T5s [20], a state-of-the-art ML model
based on the pre-trained language model; (3) SparkSQL [14], a data
processing module in Apache Spark; (4) Presto [80], a fast and re-
liable SQL engine for data analytics and the Open lakehouse; (5)
RB [65], a holistic data cleaning system that adopts the feature en-
gineering and learns ML models for error detection and correction.
No baselines are designed to support all modules (RD, ED and EC),
e.g., SparkSQL and Presto do not discover rules/SQL themselves.
Thus we only compared a baseline whenever it is feasible.

We also compared Rock with its three variants: (1) RocknoML
that is Rock without ML predicates; (2) Rockseq that iteratively
executes ER, CR, MI and TD one by one until no more changes, and
(3) RocknoC that sequentially conducts ER, CR, MI and TD once.

Real-world applications.We tested three real-life applications.

Bank. Nowadays dirty data is one of the top challenges confronted
by banks for risk management. A bank needs high-quality data to
understand their market and customers, and thus employs Rock.
We evaluated a private bank data with 11 relational tables with 1.5
billion tuples and 133 attributes, and report the following four tasks:
(a) CNC that cleans names of records in Bank; (b) CIC for com-
pany information; (c) TPA that detects and corrects total payment
amounts, and (d) ESClean for cleaning all the errors above.

Logistics. A top-tier logistics company has a large volume of logis-
tics data from various domains, e.g., addresses from all over the
world, user profiles and order information. However, the poor data
quality hampers the value of its data. Rock enhances its data quality
to improve its downstream applications. Here we tested one com-
mercial dataset with 1 table and 16 millions of tuples. Four tasks
were evaluated: (a) RS for the street information of recipients, (b)
RR for cleaning the residential area of recipients, (c) SN that cleans
seller names, and (d) RClean for cleaning all the errors above.

Sales. ERP systems need data quality systems to regulate the consis-
tency of sales data.We tested a private commercial dataset of an ERP
system with 13 tables, 0.62 billions tuples and 117 attributes with
four tasks: (a) CIN that cleans customer information; (b) CCN for
company names; (c) TPWT that detects/corrects prices of commodi-
ties without tax, and (d) SClean for cleaning all the errors above.

All the tests were conducted on a Kubernetes cluster with 21
virtual nodes, where each node was configured with a 32-core
Intel(R) Platinum CPUs at 2.1GHz with 256GB memory. The nodes
were connected with a network at 10Gbps. All the experiments
were repeated three times and the average is reported here.

Exp-1. Rule discovery (RD).We evaluated the efficiency of rule
discovery vs. RocknoML, ES, T5s and RB. We report the overall time
of ES and the training time of T5s and RB for a fair comparison.
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Figure 4: Performance evaluation

The effectiveness of the mined REE++s will be shown later.
We set the support (resp. confidence) threshold as 1e-8 (resp.

0.9) in Rock, and adopted pre-trained ML predicates in our ML
pool, e.g., an address normalization model Maddr based on Bert-
CRF, and a commodity SKU identification model MSKU. We set
Rock to discover all relevant REE++s instead of top-𝑘 . We set the
sampling ratio 𝑟 = 10% when the estimated discovery costs are
large (Section 5). We extracted 10% tuples from each dataset for
training and used the remaining for testing. Note that RocknoML
and ES adopted the same configuration as Rock, and T5s and RB
were fine-tuned based on the validation data.

As shown in Figures 4(a)-4(c), Rock consistently outperforms the
competitors (except RocknoML) in efficiency. ES, T5s and RB cannot
finish rule discovery or model training within one day because (a)
ES does not have effective pruning strategies; (b) T5s has to tune
millions of parameters, and (c) RB needs costly feature engineering.
In contrast, Rock is fast, e.g., it takes 25.2 minutes on average. Rock
accelerates the discovery process by pruning a large amount of
search space and verifying REE++s in small sample data when the
discovery cost is large. RocknoML is faster than Rock because it
does not handle ML predicates; however, its accuracy degrades (see
Figure 4(d)-4(f)). Rock returns 388, 47 and 167 REE++s for the three
applications, respectively. The rules confirmed by the users were
employed for error detection and error correction.

Exp-2. Error detection (ED). To evaluate the accuracy, following
[65], we detected errors and manually checked 10,000 tuples for the
correctness. We report the F-Measure = 2 × recall×precision

recall+precision , where

precision (resp. recall) is the ratio of correctly detected errors to all
detected errors (resp. to all errors). Rock, RocknoML and ES identify
errors using mined REE++s, while T5s (resp. RB) uses the generative
model (resp. feature engineering and the downstream random forest
model) to predict whether values are erroneous. Since ES, T5s and
RB cannot scale to large datasets, we sampled a small amount of
data as the training set so that they could finish training in one day.

Accuracy. As reported in Figure 4(d)-4(f), Rock outperforms all
baselines, e.g., the average F-Measure of Rock is 60%, 25.8% and
48.9% higher than ES, T5s and RB, respectively. In particular, when
there are many numerical attributes, e.g., Sales, T5s does not do well,
e.g., its F-Measure is 0.52, while it is 0.96 for Rock. This verifies that
REE++s are powerful enough to fit the needs of various applications.
ES dost not perform well because it is a mining algorithm that
mainly focuses on the precision and does not optimize the recall.

By embedding well-trained ML models as predicates, Rock is
more accurate than RocknoML, e.g., up to 46.3% for TPWT. ML mod-
els could extract relevant information for REE++s, e.g., an address
normalization model extracts various associated features including
district, city and province from the address attribute of Sales so that
Rock discovers three more valuable REE++s than RocknoML. This
verifies the need for unifying ML and logic deduction.

Efficiency. We also evaluated the efficiency of Rock, RocknoML, T5s,
RB, SparkSQL and Presto for error detection. For a fair compari-
son, we transformed the learned REE++s to SQL and fed them into
SparkSQL and Presto, whereML predicates in REE++s are re-written
as UDFs and embedded in SQL. As shown in Figure 4(g), Rock out-
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performs all baselines (except RocknoML) over all applications. All
baselines, e.g., SparkSQL and Presto, cannot finish the execution in
one day, since they support no designated strategy for accelerating
ML models. Although REE++s embed ML models as predicates, Rock
adopts a blocking strategy (Section 5) and hence, its ML compu-
tation does not substantially increase the cost. Moreover, Rock is
faster than the existing SQL engines, by extending the HyperCube
[41] and adopting strategies to avoid load imbalance.

Parallel scalability. In Figure 4(h) we varied the number 𝑛 of work-
ers used. One can see that Rock is 3.36× faster when 𝑛 is changed
from 4 to 20, verifying that the error detection of Rock is parallelly
scalable, by adding more computing nodes when needed.

Exp-3. Error Correction (EC). In the same setting as Exp-2, we
tested Rock with mined REE++s for correcting the detected errors in
each dataset. It starts with 10,000 tuples that weremanually selected,
checked and treated as initial ground truth for Bank, Logistics and
Sales. During the chase, an REE++ is applied only if its precondition
is validated by the ground truth (recall this from Section 4).

Accuracy. As shown in Figure 4(i), Rock outperforms ES, T5s and RB
by 53.4%, 90.9% and 47.3% in F-Measure, respectively. This verifies
that chasing with REE++s and accumulated ground truths in Rock
makes a promising approach for correction. In particular, T5s (resp.
RB) is not effective for numerical (textual) values, e.g., with 0.10
(resp. 0.52) F-Measure for such attributes, in contrast to 0.96 (resp.
0.88) for Rock. This verifies the advantages of Rock against ML and
holistic approaches. We did not compare with Presto and SparkSQL
here since they use the same REE++s discovered by Rock.

Moreover, we find the following in an ablation study.
(1) ML predicates. Rock is more accurate than RocknoML in the three
applications, e.g.,Maddr extracts the information of street, city and
province from a single address, andMSKU classifies a commodity
to a suitable category. Moreover, Rock gives explanation for certain
MLmodels that are treated as consequences ofREE++s. These further
justify the need for unifying ML and logic rules in Rock.

(2) Interaction. Rock has much higher F-Measure than RocknoC, e.g.,
88.5% vs. 23.7% on average. This verifies that supporting interac-
tions among ER, CR, MI and TD indeed helps each other to fix more
errors and thus improves the overall data quality, by conducting ER,
CR, MI and TD in the same process. Rock has the same F-Measure
as Rockseq because both adopt the chasing procedure.

In addition, we evaluated each of ER, CR, MI and TD. As shown
in Figure 4(j), Rock consistently beats all baselines for all tasks,
e.g., 44.7% and 58.8% more accurate than RocknoC and T5s for
ER, respectively. That is, Rock improves the accuracy of each
individual task. Note that TD of ES, TD of T5s, TD and ER of RB
are not shown because they do not support these operations.

Efficiency. We tested Rock, RocknoML, RocknoC, Rockseq, RB, T5s,
Presto and SparkSQL in efficiency. To simulate the chase of Rock,
we iteratively executed SQL in SparkSQL and Presto, and ran ML
inference of T5s and RB until no more fixes can be generated.

As shown in Figure 4(k), Rock is the fastest (except RocknoMLand
RocknoC), e.g., it is at least 33× faster than SparkSQL and Presto,
partially due to its partial valuation, blocking techniques for ML
predicates and load balancing. While T5s only scans the datasets

once, its transformer uses a large number of parameters and thus,
is costly in inference. RB is relatively slow, and cannot finish error
correction in one day, since its feature generation is costly.

Note thatRocknoC is faster thanRock andRockseq sinceRocknoC
only executes ER, CR, MI and TD once while both Rock and Rockseq
run until the chase terminates. Also observe that Rock is faster than
Rockseq, e.g., the average runtime of Rock and Rockseq is 29 and 32
minutes, respectively. This is because Rock can select any suitable
REE++ to execute in each iteration regardless of ER, CR, MI and TD,
while Rockseq blindly tries each REE++ of the four tasks one by one.
This verifies that conducting the four tasks in the same process is
no more costly than sequential execution (Section 4.2).

Scalability. We also varied the number 𝑛 of workers in Figure 4(l).
Rock is parallelly scalable; it is 3.12× faster when 𝑛 is from 4 to 20.

Exp-4. Real-life evaluation. Below are what clients reported,
about how Rock improved the performance of their applications.

Bank. Rock cleaned the dataset of a top-tier commercial bank. To
effectively improve the data quality, domain experts injected their
business knowledge into Rock, and Rock iteratively cleaned the
data. In each round, Rock executed the rule discovery module to
discover a set of rules from the (dirty) data. These rules were fed
to the error detection module. The detected error were returned to
the domain experts, who were invited to label whether (selected)
errors are true positives. The labeled data was added to ground
truth, to refine rule learning. When a small amount ground truth
was accumulated, Rock evoked the error correction module to fix
the errors. The iteration ended when no more fixes were generated.

According to our bank client, Rock improves the F-Measure of
their data cleaning system on a labeled dataset from 80.1% to 97.7%.
Rock also reduces manual efforts of customer confirmations by 8×.
Logistics. A top-tier logistics company wants schema mapping to
link correlated attributes across relational tables. To ensure accurate
schemamapping, they employed Rock to clean their data first. Their
data is fairly consistent, but is incomplete (with a large number of
null values). Hence Rock first discovered and employed REE++s to
impute missing values via the chase. Then it evoked the predicate
construction component in the rule discovery module to find pairs
of correlated attributes. Since there are a large number of tables
(20K+), Rock triggered a blocking step such that feature vectors of
attributes were generated and only attributes with similar features
were kept for further verification. As reported by our client, the F-
Measure of Rock is above 85%, much higher than the other methods.

This shows how Rock was used for a designated task MI.
Data cleaning in e-commerce. We show how to improve the accu-
racy of recommendation from a data cleaning perspective.

The company adopted a recommendation model deepFM(𝑥,𝑦),
where 𝑥 is in aUser table and𝑦 is in an Item table. If deepFM(𝑥,𝑦)
predicts true, it recommends 𝑦 to 𝑥 [19, 98]. Typically, additional
features are extracted for 𝑥 and𝑦 from external sources crawled and
accumulated (e.g., external user data in UserExt and item data in
ItemExt), to improve the accuracy of deepFM(𝑥,𝑦). The external
tables UserExt and ItemExt are often quite dirty and lack labeled
entities for ER, e.g., there are inconsistencies between product cat-
egories and names. To rectify these, Rock adopts a bootstrapping
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strategy [55], such that it iteratively executes rule discovery and ac-
cumulates clean data until no more rules can be discovered. Below
are a few sample REE++s that Rock has mined and applied.

(1) (ER) 𝜑ER : Item(𝑡) ∧ ItemExt(𝑠) ∧ 𝑡 .Cat = 𝑠 .Cat ∧MER (𝑡 [𝐴],
𝑠 [𝐵]) → 𝑡 .id = 𝑠 .id, where 𝐴 (resp. 𝐵) are all attributes of 𝑡 (resp. 𝑠)
andMER is an ER model that identifies entities from the external
source. This REE++ identifies two items across two tables if they
have the same category and the model predicts them as a match.

(2) (CR) 𝜑CR : ItemExt(𝑡) ∧ 𝑡 .name = “IPhone14” → 𝑡 .year =

“2022”, assuring that the release year of “IPhone14” is “2022”.

(3) (TD) 𝜑TD : User(𝑡) ∧ User(𝑠) ∧ Mrank (𝑡, 𝑠, ⪯latestProduct) →
𝑡 ⪯latestProduct 𝑠 , which temporally ranks the latest used products.

(4) (MI) 𝜑MI : User(𝑡) ∧ UserExt(𝑠) ∧ MER (𝑡 [id], 𝑠 [id]) →
𝑡 .latestProduct = 𝑠 .product. This rule imputes the missing product
used by user 𝑡 , by referencing the value of tuple 𝑠 in the external
source, if 𝑡 and 𝑠 are identified via the ER modelMER above.

Then Rock evokes the error correction module to conduct the
chase for ER, CR, MI, and TD. Taking a user 𝑡 = (name = John,
latestProduct = null, boughtYear = 2021, . . .) and an item 𝑠 =

(name = IPhone14, cat = mobile, year = 2002, . . .) as an example,
deepFM may not accurately decide whether user 𝑡 will buy item 𝑠 ,
due to the lack of information (e.g., 𝑡 .latestProduct is null) and the
erroneous values (e.g., 𝑠 .year is wrong). In contrast, by chasing the
data with the REE++s above, Rock can fix the errors and impute the
missing values, e.g., 𝑡 .latestProduct is filled by “IPhone13” via 𝜑MI
and 𝑠 .year is corrected to be “2022” via𝜑CR. Then it is reasonable to
recommend 𝑠 to 𝑡 since the latest product bought by 𝑡 is “IPhone13”,
which is an earlier series of 𝑠 , and this user-item pair (𝑡, 𝑠) can serve
as a new positive example for (incrementally) training deepFM.

Rock can also employ an REE++ to directly enrich deepFM.
(5) (Enrich) 𝜑Enrich : User(𝑡) ∧ Item(𝑠) ∧ deepFM(𝑡, 𝑠) < 𝛿 ∧𝑋1 →
𝑝0, where𝑋1 adds logic conditions (e.g., 𝑡 recently receives a coupon
for 𝑠), and 𝑝0 is 𝑡 .recommendedItem = 𝑠 .id (i.e., we recommend 𝑠
to 𝑡 ). That is, although deepFM(𝑡, 𝑠) predicts that user 𝑡 may not
like item 𝑠 (with confidence below threshold 𝛿), if 𝑋1 holds, then
we override the prediction of deepFM and recommend 𝑠 to 𝑡 .

Summary.We find the following. (1) In real-life applications, Rock
outperforms the state-of-the-art systems for rule discovery, error
detection and correction. It is 25.8% (resp. 47.3%) more accurate than
the best baseline on average for error detection (resp. correction),
and is up to 374× (resp. 157×) faster. (2) Rock performs the best on
all ER, CR, TD and MI, e.g., its F-measure on CR and ER is as high
as 0.965 and 0.828, respectively. (3) By embedding ML predicates,
Rock improves the F-Measure by 20.5% on average, up to 59.2%. (4)
Rock could find 388, 47 and 167 high-quality REE++s for the three
applications, respectively. (5) As evaluated by our clients, Rock is
accurate, e.g., 85% F-Measure by our Logistics client.

7 RELATEDWORK
Systems. We categorize systems related to Rock as follows.
ER+CR. In industry, data management products offer integration
solutions, e.g., Talend [5], AmazonGlue [2], Informatica [4] and
Ataccama [1] integrate data from different sources. There have also
been ER systems from academy, e.g., DADER [85], JedAI [70] and

Magellan [58] that adopt rules and MLmodels to match entities. Be-
sides, Talend [5], Informatica [4] and Ataccama [1] provide CR so-
lutions. Data cleaning systems from academy, e.g., BigDansing [57],
CoClean [69], Horizon [77], NADEEF [26], CODED [90] and
SCODED [91], detect conflicts and repair data via logical/statistical
methods. AlphaClean [61] tunes hyperparameter for cleaning.

TD. Only a few systems support temporal deduction [7], and tempo-
ral data management [64, 94]. In particular, Tamr [7] adopts rules
and patterns to identify the best records of an entity.

MI. Informatica [4], Ataccama [1] and Tamr [7] provide data
enrichment solutions. Saga [53] is a serving platform for knowl-
edge enrichment in various applications. ActiveDeeper [97] and
KGLac [49] from academy inject external knowledge to enrich data.

Different from the prior systems, Rock (1) provides a uniform
framework for logic rules and ML with REE++s, to take advantage of
both and provide logic interpretation under certain conditions; (2)
supports ER, CR, TD and MI in the same process, (3) warrants the
corrections to errors as logical consequences of REE++s and accumu-
lated ground truth when the embedded ML models are accurate, (4)
supports the parallel scalability to scale with large datasets in princi-
ple, (5) learns users’ prior knowledge and discovers rules under both
subjective and objective measures, and (6) enhances the ability for
data cleaning across multiple relational tables. In particular, (7) for
TD, Rock employs a creator-critic framework to deduce currency.
(8) For MI, it integrates logic, ML prediction and data extraction
from knowledge graphs for data enrichment, and it continuously
maintains (resp. trains) the knowledge graphs (resp. ML models).

Machine learning. Various ML models have been employed for
data cleaning, e.g., Ditto [63], DeepMatcher [68], DADER [84],
AutoEM [96], ChatGPT based method [71] for ER; HoloClean [76],
HoloDetect [48], Raha [66], RetClean [9] for CR; ranking models
(see [89] for a survey) for TD; and denoising autoencndoer [86],
GAN [92] and attention mechanism [83] for MI.

Rock can embed these models as predicates in REE++s if their
outputs are transformed to Boolean values, e.g., by referencing a
threshold. It supports all ER, CR, TD and MI in a unified process.

8 CONCLUSION
Dirty data remains a clear and present danger to big data analytics.
Rock aims to (a) unify logic deduction and ML, (b) improve the
overall quality by catching and fixing duplicates, conflicts, miss-
ing data and obsolete values in the same process, (c) improve the
accuracy of its fixes to errors, and (d) scale with large datasets.

We plan to extend Rock and support the following: (a) federated
learning across multiple private data sources; (b) more user-friendly
methods to learn from users’ prior knowledge; and (c) effective
algorithms to learn top-k diversified rules, such that on the one
hand, the rules are as close to users’ interest as much as possible,
and on the other hand, they are as diverse to each other as possible.
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